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Genomic prediction

Phenotype: observable 
traits of an individual 
(traits, disease 
resistance, production).
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DNA 

https://www.funpecrp.com.br/gmr/year2012/vol11-1/pdf/gmr1626.pdf

https://www.funpecrp.com.br/gmr/year2012/vol11-1/pdf/gmr1626.pdf


Single Nucleotide Polymorphism (SNP) 

Strand 2:
    Copy 1: TCCCTAGAC
    Copy 2: TCCTTAGAC

Whole genome sequencing (WGS)

WGS after variant calling

SNP array



Haplotypes

Bi-allelic SNPs: 
● 1: less frequent
● 0: more frequent
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Genotypes in diploid individuals

Additive codification
0+0= 0
0+1= 1
1+1= 2
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Linkage disequilibrium (LD)

https://en.wikipedia.org/wiki/Meiosis

Recombination 
"probability":

Humans:                       (1cM/Mb)

https://en.wikipedia.org/wiki/Meiosis
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SNPs can be in LD despite being far away.

Chen et al.  (2017). Genetics, 206(4), 1791-1806.

Pairwise LD

R2 color key

Physical length: 4.9 Mb



Data preparation

Variant call format (.vcf)

https://en.wikipedia.org/wiki/Variant_Call_Format

https://en.wikipedia.org/wiki/Variant_Call_Format


But we want 0s, 1s and 2s

n
individuals

p SNPs



Plink



Plink is widely use and really easy (command lines)

Easy to change 
between different 
data formats.

Other filters:
- HW (Hardy-Weinberg Equilibrium)
- MAF (Minor Allele Frequencies)

Linkage disequilibrium filter: 
keep "independent" SNPs



Phasing: from genotypes to haplotypes

https://www.researchgate.net/publication/337603515_Accurate_scalable_and_integrative_haplotype_estimation
https://github.com/odelaneau/shapeit5

Linkage disequilibrium!!

https://www.researchgate.net/publication/337603515_Accurate_scalable_and_integrative_haplotype_estimation
https://github.com/odelaneau/shapeit5


Imputation

Linkage 
disequilibrium!!

https://mathgen.stats.ox.ac.uk/impute/impute_v2.html

Typical imputation scenario

https://mathgen.stats.ox.ac.uk/impute/impute_v2.html


Data visualization

Is important to control for 
population structure or other 

sampling biases!



There could be mislabeled or incongruent data!



Sometimes not checking the data could lead to retracting articles



Confounded array type with the outcome
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Genomic information keeps growing…

https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data



Nature vs. nurture

Phenotype

Genotype

Environment

Heritability

observable 
trait of an 
individual



We want to find a function that links the genetic information with the 
phenotype

If there is good data about the environment, that links this information too



n
individuals 

p SNPs

But we have some SNPs (for now)



What wo we want to know about

The predictions The function itself Futures extraction



=> p-value for each SNP

Genome Wide Association Study (GWAS)



Angelina 
Jolie

Precision medicine may never be very precise - but 
it may be good for public health

https://simplystatistics.org/

Based on genomic information: 
87% of developing a breast cancer



Multiple Marker Regression



Overfitting due to high number of variables

Problem: Prediction of new samples will be bad!

Thanks to Sebastian Castro for the slides on multiple marker regressions.

Need of 
penalization!!!!



Penalizations

q=2: Ridge Regression

q=1: Lasso

Ridge and Lasso combinations: Elastic Net



Shrinkage

Ridge Lasso

        Penalizations shrink 
all the coefficients at the 

same time

Bayesian methods:

Choose the betas from a 
known distribution



https://www.nature.com/articles/s41437-022-00539-9

https://www.nature.com/articles/s41437-022-00539-9


Predicting human height as the mean of the parents is more 
accurate than using the genomic information (in 2008)



From GWAS to genomic prediction (2011)



20.000 SNPs explain 50% of the variation

LASSO

Penalized linear 
regression

2018

n = 488,371
p = 645,589

With a bigger sample, the task becomes easier



The missing heritability was found… or not?



Review of the most used models for genomic prediction

Azodi et al, Benchmarking algorithms for genomic prediction of complex traits. (2019)



● Reproducing Kernel Hilbert Space 
(RKHS) is popular in genomic 
prediction.

● RKHS are SVR using a Hinge loss 
function.

Support Vector Regression (SVR) / RKHS



● Random forests (RF)
● Gradient Boosting Methods 

(GBM)

Decision trees



For further reading…

https://www.americanscientist.org/article/genomic-prediction-in-the-big-data-era

https://www.americanscientist.org/article/genomic-prediction-in-the-big-data-era

